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Abstract

Motivation

Several efficient methods exist to relate high-dimensional gene expression data
to various clinical phenotypes, however finding combinations of features in such
input remains a challenge, particularly when fitting complex statistical models
such as those used for survival studies. While such models based on linear com-
binations of gene expression values can be used to approximate more complex
interactions, they usually falls short, when trying to identify certain combinato-
rial effects (e.g. synthetic lethal genes [4]). Identifying such gene combinations
could lead to promising therapeutic applications, yet remains a practical impos-
sibility with current fitting methods due to serious computational complexity
issues, as they rely on the ability to enumerate potential input variables.

Method

Gene data, with its typically large dimension and small sample size, invite the
use of a penalisation component in its statistical models, with ¢;-norm often
preferred for its ability to drive sparsity of the model and select a concise set of
variables (gene expression values, mutation types, etc.) [1]. Park & Hastie [2],
in particular, proposed a method to compute the regularisation path of an ;-
penalised Cox model [3] for survival data: efficiently estimating a series of Cox
models with different levels of complexity and sparsity. Their approach, however,
can only consider the impact of individual input variables, introduced one at a
time, on the model.

In our work [5], we extended this single-variable regularisation path-following
approach to handle combinatorial covariates (arbitrarily complex patterns of in-
put variables). Using this technique, we can efficiently compute regression pa-
rameters for complex statistical models, at the optimal amount of penalisation,
with the only requirement of a convex loss function. We solved the combinato-
rial explosion issue by taking advantage of itemset mining techniques [6] that
brought the average computational complexity of the algorithm within practical
reach.



With our fitting method, virtually limitless combinations of genes and phe-
notypes, grouped in itemsets of boolean variables, are used as single predictor
variables in the model. Running multiple iterations of the algorithm on subsam-
pled dataset, we can produce ordered lists of candidate interactions with strong
predicting power.

Results

The interactions found by applying our method to cancer study survival data
(breast cancer and neuroblastoma) include many genes that could not be found
through linear models, yet show up in literature as strongly tied to these condi-
tions, confirming the crucial importance of taking interaction effects into account
in order to detect some of the weaker signal in gene expression data.

Beyond proportional hazards models, our itemset-based method can be ap-
plied to any regression model with convex loss, each time making use of the
input’s structure and sparsity to sidestep complexity issues, while at the same
time guaranteeing that events along the regularisation path (values of the reg-
ularisation parameter for which a change occurs in the model structure) are
exhaustively explored.
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