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Keynote speakers
Big Data

Arnak Dalalyan, ENSAE/Université Paris-Est, France

In this talk, we begin by reviewing some results on popular sparse estimation methods based on L1-relaxation. These methods, such as the Lasso and the Dantzig selector, require the knowledge of the variance of the noise in order to properly tune the regularization parameter. This constitutes a major obstacle in applying these methods in several frameworks—such as time series, random fields, inverse problems—for which the noise is rarely homoscedastic and its level is hard to know in advance.

In the second part of the talk, we will present a new approach to the joint estimation of the conditional mean and the conditional variance in a high-dimensional regression setting with heteroscedastic noise. An attractive feature of the proposed estimator is that it is efficiently computable even for very large scale problems by solving a second-order cone program (SOCP). We will present theoretical analysis and numerical results assessing the performance of the proposed procedure.
Probabilistic approaches for detecting and locating whole genome duplications.

Cécile Ané, University of Wisconsin – Madison, USA

Whole Genome Duplications (WGDs) can be difficult to detect when they are old and when synteny has been disrupted by genome rearrangements. To test the presence of WGDs on a species phylogeny, I will present two methods which do not require synteny information and build strength from the phylogenetic framework. They rely on a probability model for the evolution of gene families on a species tree with WGDs. Both methods use multiple gene families across multiple species. One method relies on aligned molecular sequences and the other simply uses information on gene counts. We assessed their performance with simulations and on a benchmark yeast dataset, where we recover strong evidence for a well-established WGD and a low retention rate of duplicated genes after this WGD.
The future prospects for de novo protein structure prediction from evolutionary information

David Jones, University College London, United Kingdom

Despite great strides in de novo prediction of protein structure from amino acid sequence over the past decade, there seem to be rapidly diminishing returns in applying these methods to real problems. At the domain level, certainly, de novo prediction tends to be of very limited use, particularly for globular proteins. It’s now rare to find interesting protein domains without any homologues of known 3-D structure, and even in cases where no templates can be found, template-free modelling results turn out to be little better than they were 10 years ago. More worryingly, there are no reliable ways of knowing if de novo methods have even been successful without actually solving the structure experimentally. In the last few years, developments in contact prediction based on evolutionary information have generated a lot of excitement, but it is still unclear as to how useful these methods will ultimately prove to be.

In this talk I will be describing some of our recent work in this area, where we have made use of Sparse Inverse Covariance Estimation methods to predict inter-residue contacts in proteins, and developed algorithms to derive useful 3-D models from this information. We have recently completed a large scale test of these methods which has highlighted some of the limitations of these approaches, which I will discuss. Overcoming these limitations will be vital if they are to be of significant practical use in the future.
Inference of past historical events using Approximate Bayesian Computation methods on population genetics data sets

Frédéric Austerlitz, CNRS/Museum National d’Histoire Naturelle - Université Paris Diderot, France

New computer-intensive estimation techniques such as Approximate Bayesian Computation (ABC) and Monte Carlo Markov chains (MCMC) allows inferring unknown parts of the history of species from contemporary population genetics data. I will illustrate these possibilities with several examples. First, I will talk about a set of human populations from Western Central Africa, consisting of hunter-gatherer Pygmy populations and neighbouring non-Pygmy populations, genotyped for several kinds of genetic markers. Using ABC techniques, we could infer the history of splitting and admixture between these different groups. We could also identify sex-specific demographic processes. The second example that I will mention is the harbour porpoise (Phocoena phocoena) population from the Black Sea. Using again ABC techniques, we showed that this population underwent a strong expansion around 5000 years ago, probably as a result of the reconnection of the Black Sea with the Mediterranean Sea, but that it underwent also a drastic decline around 50 years ago, which can be linked with the intensive hunting of cetaceans performed at that time. Finally I will talk about a study on worldwide human populations, in which by applying MCMC methods on a large set of populations with different lifestyles (farmers, herder and hunter-gatherers), we were able to show that these lifestyles strongly impacted the expansion patterns of these populations. These examples illustrate well how ABC and MCMC methods allow inferring precious information on the history of populations for which archeological records are not available.
Invited session 1

Statistical Genomics

Organizer: Bertrand Servin – Laboratoire de Génétique Cellulaire
INRA, Toulouse, France
Inferring the past dynamics of effective population size using genome wide molecular data


Inferring the effective size of a given population, and its eventual expansions or reductions in the past, from genetic data, is a long standing question in population genetics. Due to the complexity and the high dimension of the mathematical models that are used in this context, exact inference is impossible and the most popular inference methods are based on numerical approaches as Markov Chain Monte Carlo, Importance Sampling or Approximate Bayesian Computation (ABC).

Until recently, these methods were designed for data sets including a small number of independent markers or non recombining DNA sequences. However, the spectacular progress of genotyping and sequencing technologies during the last decade has enabled the production of high density genome wide data in many species, so new statistical methods are needed to take benefit of this new type of data.

In this study we present an ABC approach for inferring the past effective size of a single population. This approach is based on coalescent simulations and on the use of a large number of summary statistics related to allele frequencies and linkage disequilibrium. We illustrate the performance of this approach using cross validation. We compare different ABC strategies and discuss the influence of the different summary statistics.

We finally apply this method to a set of 25 bovine sequences from the Holstein breed and compare our results with those obtained by the Pairwise Sequentially Markovian Coalescent approach of Li and Durbin (2011).
Great progress has been made in the identification of genetic variants for complex human traits thanks to genome-wide association studies (GWAS). However, part of the heritability remains unknown for most complex diseases, suggesting that some genetic factors remain to be discovered. The study of rare variants could help to characterize more exhaustively the genetic background of complex traits and is now facilitated by recent advances in sequencing technologies. However, those technologies remain too expensive for many academic research groups to sequence a large number of subjects from general populations, which is necessary to attain sufficient power to detect effect of such variants.

Population isolates have well-documented characteristics that can aid to identify rare variants associated with complex traits, namely reduced phenotypic, environmental and genetic heterogeneity. Besides, alleles that are rare in general populations may have become more frequent in those isolated populations, which could facilitate their identification.

We will present the strategy that has recently been proposed to study complex traits in isolated populations: selection of subset of individuals for sequencing, imputation of the sequence data in the remaining individuals to obtain sequence data on the entire population, and finally, association analysis with traits of interest.
The rapid evolution in sequencing and genotyping raises new challenges in the development of methods of selection for livestock, also called genomic selection. With this genomic information, it is now possible to estimate breeding values of selection candidates at birth without waiting for phenotypic data collection. Genomic selection requires the creation of a reference population made of genotyped animals with precise phenotypes. Genomic evaluations consist in predicting phenotypes in this reference population as the sum of molecular markers. The main methodological challenge is the large number of effects to estimate, usually much larger than the number of available phenotypes. We briefly describe and compare the various families of proposed methods: genomic BLUP (Best Linear Unbiaised Prediction) based on relationship computed from marker information, Bayesian methods, variable selection methods and a single step method which combined pedigree and genomic data and raw phenotypes. The precision of genomic selection is done via cross validation among the youngest animals of the reference population. Several parameters (size of the reference population, relationship between selection candidates and the reference population, genetic parameters, etc) have a significant impact on the efficiency of genomic selection methods. Some results on real data will be presented.

christele.robert-granie@toulouse.inra.fr
Invited session 2
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Organizer: Nicolas Lartillot – LBBE « Biométrie et Biologie Évolutive » UCB Lyon 1
Coding of evolutionary pathways in proteins: from sequence to function

Alessandra Carbone, Laboratoire de Biologie Computationnelle et Quantitative Université Pierre et Marie Curie – CNRS

Today, networks of protein interactions do not describe protein-protein partnership at a residue level. This information is necessary to control protein behavior though. We shall present an approach based on sequence analysis to detect important information on protein binding sites and on mechanical and allosteric properties at the residue level. We shall use a fine reading of the conservation and co-evolution signals between residues in the protein sequences. This information is encoded in the tree topology of the distance tree associated to evolved sequences observable today. We shall present two methods, one applicable to protein families of variable divergence and the other to very conserved protein families.
Efficient Exploration of the Space of Reconciled Gene Trees

Gergely J. Szöllősi, ELTE-MTA Biophysics Research Group – Eötvös University

Gergely J. Szöllősi, Wojciech Rosikiewicz, Bastien Boussau, Eric Tannier and Vincent Daubin

As molecular phylogeneticists, we infer gene trees based on sequence information. Unfortunately, sequences alone contain limited signal, and as a result phylogenetic reconstruction almost always involves choosing between statistically equivalent or weakly distinguishable relationships. Although each homologous gene family has its own unique story, they are all related by a shared species history, which could be helpful for gene tree inference. We have recently published a probabilistic reconciliation model, which describes the relationships between a gene tree and a species tree as a series of events, such as duplication, transfer and loss, speciation and extinction (Szöllősi et al. Syst. Biol. 2013). We now propose an efficient way to integrate sequences and reconciliation information in the inference of gene trees.

To design a species tree aware method for reconstructing gene phylogenies, the space of reconciled gene trees must be explored using information from both a model of sequence evolution and a reconciliation model. Such an exploration can be tedious with classical approaches. To circumvent this problem, we present a general probabilistic approach to exhaustively explore all reconciled gene trees that can be amalgamated as a combination of clades observed in a sample of gene trees. For a sample derived from the posterior distribution of trees obtained from a bayesian MCMC analysis, this approach provides an accurate approximation of gene tree likelihood.

We demonstrate using both simulations and biological sequences that gene phylogenies reconstructed using the joint likelihood are dramatically more accurate than those reconstructed using sequences alone. In fact, we find that even using a simplistic model of sequence evolution, the joint reconstruction yields significantly more accurate gene trees than the sequence-based inference with the complex model used in simulations. Considering 1099 homologous gene families from 36 genomes of cyanobacteria we find that the majority of phylogenetic discord results from errors in sequence based reconstruction that can be corrected using information aggregated across gene families by a putative species tree. The result is a striking reduction in apparent phylogenetic discord, with resp. 24%, 59% and 46% percent reductions in the mean numbers of duplications, transfers and losses per gene family.

Our probabilistic method overcomes a fundamental limitation of recent parsimony based methods to improve gene trees given a putative species tree (David and Alm Nature 2011, Wu et al. Syst. Biol. 2013) by not having to rely on any ad hoc assumption about statistical support, while at the same time
deploying approximations that make it more efficient than methods that rely on a local search of tree space (Akerborg et al. PNAS 2009).

The open source implementation of the method is available from https://github.com/ssolo/ALE.git.
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Organizer: Daniel Kahn - LBBE « Biométrie et Biologie Évolutive » UCB Lyon 1
Enzyme survey and how to find new ones

David Vallenet – LABGeM, Laboratory of Bioinformatics for Genomics and Metabolism – Genoscope

 Millions of protein database entries are not assigned reliable functions. This shortcoming limits the knowledge that can be extracted from genomes and metabolic models. In contrast, the «orphan enzyme activities» problem, which was reported for the first time a decade ago, corresponds to experimentally characterized activities that lack associated protein sequence. We will first present an update view of previous surveys conducted on orphan enzymes (Sorokina et al., 2014). Then, two strategies will be described that may be helpful in rescuing the orphans by simultaneously combining genomic and metabolic contexts over thousands of organisms (Smith et al., 2012) and in finding new activities by the exploration of the enzymatic diversity within protein families (Bastard et al., 2014).

References:


Tuned for speed – Elucidation of strategies for rapid metabolic adaptations in prokaryotes

Christoph Kaleta - Research Group Theoretical Systems Biology, Friedrich Schiller University

Martin Bartl\textsuperscript{a}, Gundían M. de Hijas-Liste\textsuperscript{b}, Martin Kötzing\textsuperscript{a,c}, Eva Balsa-Canto\textsuperscript{b}, Stefan Schuster\textsuperscript{d}, Julio R. Banga\textsuperscript{b}, Pu Li\textsuperscript{a}, Christoph Kaleta\textsuperscript{c}

Microorganisms have to be able to quickly react to environmental challenges to survive in fluctuating environmental conditions. Dynamic optimization represents a suitable tool that allows one to identify regulatory mechanisms that provide prokaryotes with the capability to rapidly adapt after a change in environmental conditions. In this talk, I will address two works that have shed light onto such regulatory strategies. In the first work, Bartl et al. (2013), we show that protein abundance and protein synthesis capacity are key factors that determine the optimal strategy for the activation of a metabolic pathway. If protein abundance relative to protein synthesis capacity increases, the strategies shift from the simultaneous activation of all enzymes over a sequential activation of groups of enzymes to a sequential activation of individual enzymes along the pathway. In the case of pathways with large differences in protein abundance, even more complex pathway activation strategies with a delayed activation of low-abundant enzymes and an accelerated activation of high-abundant enzymes are optimal. We confirm the existence of these pathway activation strategies for a large number of metabolic pathways in several hundred prokaryotes. In the second work, de Hijas-Liste et al. (2013), we used dynamic optimization to identify optimal points of control in complex metabolic pathways. We find that in converging pathways no regulation is required around the converging reaction while in diverging pathways a regulation after the diverging reaction is necessary. Moreover, the speed at which proteins can be synthesized has a strong influence onto specific positions that are optimal for a precise control of a metabolic pathway. While organisms with a slow protein production favor the control of metabolic pathways toward the beginning of pathways, organisms with rapid protein production favor the regulation of metabolic pathways toward at the terminal step. We confirm the utilization of these regulatory strategies in a screen of several hundred prokaryotic metabolic networks.

References:


Microorganisms show a remarkable capacity to adjust their metabolic networks to changes in conditions to restore fitness. I will present the contours of a general theory of the evolution of metabolic networks under selective pressures that can be mimicked in laboratory evolution experiments. When nutrients are in excess during batch growth, natural selection favours microorganisms with the highest specific growth rate. In the last years, we have derived theory to understand the evolutionary outcome of this selective pressure in terms of the topology of the optimal metabolic network and the gene network that steers metabolism to optimal states in dynamic environments. I will contrast these findings for the microbial evolution under batch growth conditions with the evolutionary scenario in the chemostat, which has a qualitatively different selective pressure.
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Multi-trait genomic selection via multivariate regression with structured regularization

Julien Chiquet$^1$,$^2$, Stéphane Robin$^2$, and Tristan Mary-Huard$^2$

$^1$Laboratoire Statistique et Génome – UMR CNRS 8071/Université d’Évry, France
$^2$Laboratoire MMIP – UMR INRA 518/AgroParisTech – Paris, France

**Background.** In genomic selection regularized methods have mostly been used for their ability to handle high dimensional data and little attention has been devoted to the development of penalty functions including prior knowledge. Moreover, while several traits are usually considered in a given experiment, most methods only perform single trait genomic selection, neglecting correlations between phenotypes and leading to poor performance for the prediction of traits with low heritability. To circumvent these limitations, we consider the general linear model to simultaneously predict $q$ responses (output variables) using the same set of $p$ markers (input variables) based on a training sample $\{(x_i, y_i)\}_{i=1}^n$. One has

$$y_i = B^T x_i + \varepsilon_i, \quad \varepsilon_i \sim \mathcal{N}(0, R), \quad \forall i = 1, \ldots, n,$$

where $\varepsilon_i$ is a noise term with a $q$-dimensional unknown covariance matrix $R$, and $B$ is the $p \times q$ matrix of regression coefficients.

**Structured regularization with underlying sparsity.** The present work proposes a general multivariate regression framework with three purposes: $i$) to account for the dependency structure between the outputs, i.e. to integrate the estimation of $R$ in the inference process; $ii$) to integrate some prior information about linkage disequilibrium to account for the dependency structure between markers and evaluate its influence on the different phenotypes; $iii$) to induce sparsity on partial covariances via a set of parameters $\Omega$ rather than on the regression coefficients $B$, since according to the Gaussian graphical models (GGM) direct effects are measured by partial covariances between predictors and responses. We present an estimator to achieve these three goals using the conditional GGM formulation proposed in [1], whose conditional likelihood $L$ is penalized by two regularization terms: the first term accounts for sparsity of the direct effects $\Omega$ and the second one accounts for linkage disequilibrium via a structuring matrix $L$. The (convex) objective function writes

$$J(\Omega, R) = -\frac{1}{n} \log L(\Omega, R) + \frac{\lambda_2}{2} \text{tr} (\Omega L \Omega R) + \lambda_1 \| \Omega \|_1.$$  

This work comes with an accompanying optimization procedure to minimize $J$.  

23
Genomic selection in *Brassica napus*. We illustrate our proposal on the study conducted by [2] where \( n = 103 \) lines of *Brassica napus* are considered, on which \( p = 300 \) genetic markers and \( q = 8 \) traits were recorded. Traits included are five percent winter survival for 1992, 1993, 1994, 1997 and 1999 and days to flowering after 0, 4 and 8 weeks vernalization (flower0, 4 and 8). The left panel of Figure 1 gives both the regression coefficients (top) and the direct effects (bottom). The grey zones correspond to chromosomes 2, 8 and 10, respectively. The exact location of the markers within these chromosomes are displayed in the right panel, where the size of the dots reflects the absolute value of the regression coefficients (top) and of the direct effects (bottom). The interest of considering direct effects rather than regression coefficients appears clearly on Figure 1, looking for example at chromosome 2. Three large overlapping regions are observed in the coefficient plot, for each flowering trait. A straightforward interpretation would suggest that the corresponding region controls the general flowering process. The direct effect plot allows to go deeper and shows that these three responses are actually controlled by separated sub-regions within this chromosome. The confusion in the coefficient plot only results from the strong correlations observed between the three flowering traits.
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A Regularisation Path-Following Approach for Discovering Interactions in High-Dimensional Survival Data

David A. duVerle\(^1\), Ichiro Takeuchi\(^2\) and Koji Tsuda\(^1\)

\(^1\) Computational Biology Research Center, AIST, Tokyo, dave.duverle@aist.go.jp
\(^2\) Department of Computer Science, Nagoya Institute of Technology, Nagoya

Abstract

Motivation

Several efficient methods exist to relate high-dimensional gene expression data to various clinical phenotypes, however finding combinations of features in such input remains a challenge, particularly when fitting complex statistical models such as those used for survival studies. While such models based on linear combinations of gene expression values can be used to approximate more complex interactions, they usually falls short, when trying to identify certain combinatorial effects (e.g. synthetic lethal genes \([1]\)). Identifying such gene combinations could lead to promising therapeutic applications, yet remains a practical impossibility with current fitting methods due to serious computational complexity issues, as they rely on the ability to enumerate potential input variables.

Method

Gene data, with its typically large dimension and small sample size, invite the use of a penalisation component in its statistical models, with \(\ell_1\)-norm often preferred for its ability to drive sparsity of the model and select a concise set of variables (gene expression values, mutation types, etc.) \([2]\). Park & Hastie \([3]\), in particular, proposed a method to compute the regularisation path of an \(\ell_1\)-penalised Cox model \([4]\) for survival data: efficiently estimating a series of Cox models with different levels of complexity and sparsity. Their approach, however, can only consider the impact of individual input variables, introduced one at a time, on the model.

In our work \([5]\), we extended this single-variable regularisation path-following approach to handle combinatorial covariates (arbitrarily complex patterns of input variables). Using this technique, we can efficiently compute regression parameters for complex statistical models, at the optimal amount of penalisation, with the only requirement of a convex loss function. We solved the combinatorial explosion issue by taking advantage of itemset mining techniques \([6]\) that brought the average computational complexity of the algorithm within practical reach.
With our fitting method, virtually limitless combinations of genes and phenotypes, grouped in itemsets of boolean variables, are used as single predictor variables in the model. Running multiple iterations of the algorithm on subsampled dataset, we can produce ordered lists of candidate interactions with strong predicting power.

Results

The interactions found by applying our method to cancer study survival data (breast cancer and neuroblastoma) include many genes that could not be found through linear models, yet show up in literature as strongly tied to these conditions, confirming the crucial importance of taking interaction effects into account in order to detect some of the weaker signal in gene expression data.

Beyond proportional hazards models, our itemset-based method can be applied to any regression model with convex loss, each time making use of the input’s structure and sparsity to sidestep complexity issues, while at the same time guaranteeing that events along the regularisation path (values of the regularisation parameter for which a change occurs in the model structure) are exhaustively explored.
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On the robustness of the Generalized-Fused Lasso to prior specifications

Vivian Viallon¹, Sophie Lambert-Lacroix², Hölger Hoefling³, and Franck Picard⁴

¹ Université de Lyon, F-69622, Lyon, France; Université Lyon 1, UMRESTTE, F-69373 Lyon; IFSTTAR, UMRESTTE, F-69675 Bron.
² UMR 5525 UJF-Grenoble 1/CNRS/UPMF TIMC-IMAG, Grenoble, F-38041
³ Novartis Pharma, Basel, Switzerland.
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**Abstract.** Using networks as prior knowledge to guide model selection is a way to reach structured sparsity. In particular, the fused lasso that was originally designed to penalize differences of coefficients corresponding to successive features has been generalized to handle features whose effects are structured according to a given network. As any prior information, the network provided in the penalty may contain misleading edges that connect coefficients whose difference is not zero, and the extent to which the performance of the method depend on the suitability of the graph has never been clearly assessed. In this work we investigate the theoretical and empirical properties of the adaptive generalized fused lasso in the context of generalized linear models. In the fixed p setting, we show that, asymptotically, adding misleading edges in the graph does not prevent the adaptive generalized fused lasso from enjoying asymptotic oracle properties, while forgetting suitable edges can be more problematic. These theoretical results are complemented by an extensive simulation study that assesses the robustness of the adaptive generalized fused lasso against misspecification of the network as well as its applicability when theoretical coefficients are not exactly equal. Our contribution is also to evaluate the applicability of the generalized fused lasso for the joint modeling of multiple sparse regression functions. Illustrations are provided on two real data examples.

**Keywords:** lasso, generalized linear models, joint modeling, model selection
Of *cis*, *trans* and feedback regulation: Dissecting local regulation in yeast

Julien Gagneur, Daniel Bader

Gene Center of the Ludwig-Maximilians Universität, München, Feodor-Lynenstr. 25, 81377 Munich, Germany

Abstract. The vast majority of regulatory genetic variants are found in close vicinity of the regulated gene. The distinction between *cis*- and *trans*-acting variants is a fundamental starting point to understand the mechanisms underlying these regulatory variants. Typical *cis*-regulatory variants affect transcription factor binding sites or RNA stability. Local *trans*-regulations have been less studied and include feedbacks, an essential regulatory feature of biological systems. To understand the contribution of *cis* and *trans* regulation and their potential interplay, we devised a novel experimental design in which allele-specific expression in a hybrid cross of two yeast strains is compared to allele-specific expression in a pool of segregants of the same cross. We implemented a statistical procedure based on generalized linear models for RNA-seq count data to quantify the contribution of *cis* and *trans* effect in local regulation. Our model allows controlling for allele selection in the pool population by integrating robust estimates of allele frequency from genomic DNA sequencing. Applied to a cross of two distant yeast strains, our analysis revealed significant differences of *cis*-effects among major gene categories (essential, non-essential, and non-coding). Furthermore, our results shed light on the effects of feedback in buffering or enhancing the impact of genetic variation on gene expression.
A New Gene-Based test of Association Using Extended Rasch Models
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Abstract. In GWAS analysis, gene-based tests of association has become an important alternative to the tradition single-marker association analysis. However, several statistical issues limited the performance of gene-based tests when assessed to real data. Here we introduce a new test to provide a \( p \) value for a gene by using extended Rasch Models. It provide a score for each individual in GWAS by aggregate genotypes of SNPs within a gene and the weight of each SNP. In a variate of simulation, this test maintained a correct false positive rate and its power exceeded other tests when the number of disease related SNP increased. This test can be generized to multivariate traits analysis.
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1 Introduction

Genome-wide association studies (GWAS) are increasingly used for identification of genetic associations for complex diseases. Traditionally, single nucleotide polymorphism (SNP) are tested individually. Recently, a gene-based approach consider association between diseases and all SNPs within a gene becomes increasingly important. As a matter of fact, in Genetics, the gene is often considered as the unit of interest as the analyses of the functional mechanisms of a disease are generally based on genes and their products such as RNA or resulting proteins[1]. To derive a gene-level measure of significance, such as a test statistic or a \( p \)-value, one needs to combine the results of all the SNPs corresponding to the gene.

Computing a single \( p \)-value per gene raises several statistical issues. First, several SNPs are usually genotyped within a gene and combining the results of each individual SNP test outcome corresponds to a multiple-testing situation. In addition, markers within a gene are usually closely located on the genome and therefore likely to be in linkage disequilibrium (LD). This LD pattern of a gene leads to a situation of multiple-testing with dependent tests. Hence, a gene-based association approach considering this two issues is often of interest.

A number of gene-based tests have been proposed such as GATES[2], margin and VEGAS[3]. However, most current gene-based tests consider combining single SNP association \( p \)-value to compute a gene-based test statistic. These methods may ignores the potential joint effect of SNPs within a gene. Moreover, the permutation process to account for confounding factors required in several approaches is quite time and computation consuming.

Therefore we proposed a new gene-based association test using extended Rasch Models[4]. This test can combine the genotypes of all SNPs within a gene to produce a score for each individuals and then to derive a gene-level \( p \)-value. It is also less time consuming than permutation. Rasch Model is a generalized linear model for analyzing categories data to measure variables. Rasch models are increasingly being use in many areas such as education and clinics [5], but never applied to genetics. After study, we found that Rasch models can be adapted to the analysis of GWAS data. GWAS data is consisted by a set of SNP that values are categorized in 0, 1 and 2 as items with 3 categories. The probability of linkage between a set of SNP and disease can be estimated as latent trait in the Rasch models, so a \( p \)-value can be derived for each gene. Compared to other statistical tests which calculate \( p \)-value for each SNP, Rasch models consider the pattern of every SNP in a gene. The application of Rasch on GWAS data may offer a better solution for genetic disorders research.

In a series of simulation with different scenarios (number of DSL, relative risk, LD structure of genes) we compared the extended Rasch Models to 6 other gene-based association tests: minP[6], margin test[7], goeman test[8], GATES, SKAT, Fisher’s method. In the comparison, the extented Rasch models maintain correct false positive rate in different situation and it has the highest power when the number of disease related SNPs exceeds 7 in simulation.

This gene-based test can be further extended to treat GWAS data with multivariate phenotypes, which is of interest in GWAS study but few approaches have been developed for.
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Testing for Associations between Loci and Environmental Gradients Using Latent Factor Mixed Models
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Abstract. Local adaptation through natural selection plays a central role in shaping the genetic variation of populations. A way to investigate signatures of local adaptation, especially when beneficial alleles have weak phenotypic effects, is to identify polymorphisms that exhibit high correlation with environmental variables. However the geographical basis of both environmental and genetic variation can confound interpretation of these associations, as they can also result from genetic drift at neutral loci. Here we propose an integrated framework based on spatial statistics, population genetics and ecological modeling for scans for signatures of local adaptation from genomic data. We present a novel class of algorithms to detect correlations between environmental and genetic variation that take account background levels of population structure and spatial autocorrelation in allele frequencies generated by isolation-by-distance mechanisms. Our framework uses Latent Factor Mixed Models, a hierarchical Bayesian mixed model in which environmental variables are fixed effects and population structure is introduced as random effects. We implement fast algorithms that simultaneously estimate scores and loadings for the genotypic matrix and effects of environmental variables. Comparing these new algorithms with related methods provides evidence that LFMM can efficiently estimate random effects due to population history and isolation-by-distance patterns when computing gene-environment correlations, and decrease the number of false-positive associations in genome scans. We then apply these models to plant and human genetic data, identifying several genes with functions related to development that exhibit strong correlations with climatic gradients.
Identifying Differentially Expressed Proteins by a Binary Threshold Model
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Abstract. Proteomics-based analyzes using mass spectrometry are becoming routine in clinical diagnostics, for example to monitor cancer biomarkers using blood samples. For preprocessing mass spectrometry data a wide variety of algorithms is available. Accordingly, we have recently compiled a standard analysis pipeline that includes methods for baseline correction, normalization and alignment of spectra in the freely available R package MALDIquant [1, 2]. However, identifying differential expression and ranking of proteomic features remains challenging due to the simultaneously discrete (absence-presence) and quantitative nature of protein expression.

Here, we present a simple yet effective approach using a binary threshold model for ranking and identifying differentially expressed proteins. This approach works by peak-wise data-adaptive thresholding of protein expression and subsequent ranking of the dichotomized features using a suitable entropy measure. Our framework may be viewed as a generalization of the ‘peak probability contrast’ approach of [3] and works, in contrast to [3], both in the two-group and the multi-group setting. Using data from a recent pancreas cancer study conducted at the University of Leipzig [4] we are able to identify biological relevant and statistically predictive marker peaks unrecognized in the original analysis.

Keywords: Differential expression, proteomics, mass spectrometry, peak ranking, cancer biomarker.
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1 Introduction

The increasing amount of high throughput data has allowed to reveal that many genomic properties are to some extent correlated, suggesting direct statistical associations. Yet, these correlations could in fact be mediated by the indirect effect of third properties and only provide partial insights on complex biological systems. To quantify direct and indirect effects in genomic data, we performed Mediation analyses following the approach of Pearl[1], a method typically used in social sciences and epidemiology. We present here the extension of the Mediation framework to the case of more than one mediating variable, and its application to the genomic properties implicated in the biased retention of whole genome duplicated genes, so-called ohnologs, in the course of vertebrate evolution.

2 The Mediation Framework

The Mediation analysis assesses the importance of a mediator $M$ in transmitting the indirect effect of a variable $X$ on the response variable $Y$. In this framework, the average direct effect $DE_{xx'}$ is defined as the change on $Y$ due to a change of $X$ from the initial value $x$ to $x'$, while keeping $M$ fixed at the value $m(x)$. Similarly, the average indirect effect $IE_{xx'}$ is defined as the change on $Y$ if $M$ could be changed from the value $m(x)$ to $m(x')$ while keeping $X$ to its original value $x[1]$. The Mediation formulae can be rewritten in terms of the expectation value $E(Y|x, m)$ of $Y$ given $X$ and $M$, and $P(M|x)$, that denotes a value of $M$ drawn from a distribution $P$ conditionally on $X$,

$$DE_{xx'} = Y(x', m(x)) - Y(x, m(x)) = \sum_m [E(Y|x', m) - E(Y|x, m)]P(M|x)$$

$$IE_{xx'} = Y(x, m(x')) - Y(x, m(x)) = \sum_m E(Y|x, m)[P(M|x') - P(M|x)]$$

$$TE_{xx'} = Y(x', m(x')) - Y(x, m(x)) = \sum_m E(Y|x') - E(Y|x)$$

If $X$, $M$, and $Y$ are binary variables, expectation values of $Y$ and values of $M$ drawn from a conditional distribution $P$ can be estimated from the counts in the data of the triplets corresponding to each possible combination of values for $(X, M, Y)$. This means that all the effects can be directly derived from the number $n_{xmy}$ of triplets where $(X, M, Y) = (x, m, y)$, for each value of $(x, m, y)[1]$. 


2.1 Extension to Many Mediators

In order to study several correlated properties in genomic data, we extended the single mediator formulae to the case of more than one mediator. The simplest generalization consists in gathering all the $k$ mediators for the ordered pair of variables $(X, Y)$ in a single super mediator $M = \{M_1, M_2, \ldots, M_k\}$. This approach allows to discriminate the direct effect $DE_{xx'}$ from the effects through any other indirect path connecting $X$ and $Y$.

However, it is fundamental to identify the correct set of mediators for an ordered pair of variables $(X, Y)$ in a causal graph. The mediators are the variables that contribute to the correlation between $X$ and $Y$, and belong to indirect paths between $X$ and $Y$ that do not include any ‘v-structure’ ($X \rightarrow M \leftarrow \ldots Y$). The erroneous inclusion of non mediators in the super mediator $M$ creates artificial correlations between $X$ and $Y$. By iteratively collecting the mediators of each edge of a graph, we developed an efficient algorithm to recover in polynomial time the correct set of mediators for each pair of variables in a graph.

3 The Mediation Analysis Applied to Genomic Data

We considered the 20,506 protein-coding genes in human. Based on data mining analyses[2], we identified several gene properties, such as the essentiality or the implication in cancers, and we inferred the underlying causal graph linking these properties. We applied the extended Mediation analysis formulae to specifically disentangle the direct from the indirect effects of properties favoring the specific retention of ohnologs[2] during vertebrate evolution[3, 4]. Our results demonstrate that the retention of human ohnologs is surprisingly more strongly caused by their susceptibility to dominant deleterious mutations than their interactions within multi-protein complexes, unlike frequently invoked in the field.

3.1 Conclusion and Perspectives

Our study highlights the need to go beyond statistical correlations in the analysis of genomic data and to rely on more advanced inference methods to disentangle indirect from direct interaction pathways. The application of this approach to other biological properties emerging from genomic data analysis will cast new light on the function and evolution of biological properties and networks.
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An RNA-Seq read count emission model for transcriptional landscape reconstruction with state-space models

Bogdan Miruta1,⋆, Pierre Nicolas2,† and Hugues Richard1,‡

1 Génomique des Microorganismes, UPMC and CNRS UMR7238, Paris, France. 2 Mathématique Informatique et Génome, INRA UR1077, Jouy-en-Josas, France. ⋆ To whom correspondence should be addressed. † Contributed equally to this work. http://www.lgm.upmc.fr/parseq

Motivation Sequencing technologies play an increasing role in the investigation of gene expression (RNA-Seq). The most common RNA-Seq strategy is based on random shearing, amplification and high-throughput sequencing of the RNAs; yielding millions of sequence reads which serve to characterize whole-genome transcriptional profiles [1]. We developed Parseq, a statistical method to estimate the local transcription levels and to identify transcript borders. Extending previous work on tilling array [2], this transcription landscape reconstruction relies on a State-Space Model (SSM) to describe transcription level variations in terms of abrupt shifts and more progressive drifts. The transcription level at the genome position \( t \) is denoted \( u_t \) and corresponds to the expectation of \( y_t \), the count of reads with 5’-end mapping to position \( t \). It cannot be directly equated to the read count \( y_t \) due to randomness and biases in library preparation and sequencing. We use Particle Gibbs, a Gibbs algorithm based on a conditional Sequential Monte Carlo, to estimate the SSM parameters and reconstruct the trajectory \( u = (u_t)_{t \geq 1} \) from the sequence of read counts \( y = (y_t)_{t \geq 1} \).

A key point to obtain good results with this framework is to incorporate a realistic emission model for the distribution of \( y_t \) given \( u_t \).

Distribution of read counts in real data sets The variability of RNA-Seq read counts has been approximated by a Poisson (P) distribution when re-sequencing of the same library [1] and by a Negative Binomial (NB) when comparing between samples [3]. For \( y_t | u_t \), a mixed Poisson distribution seems unavoidable to account simultaneously for the incompressible variance of the final sampling by sequencing (Poisson) and for the extra-variability introduced by randomness in library preparation and by position-specific biases occurring at all steps of the protocols. The Poisson-Gamma mixture is the simplest choice as it corresponds to the NB. Here, it leads to envision the relationships \( y_t \sim P(u_t z_t) \) where \( z_t \) would follow a Gamma distribution with mean 1 and variance \( \varphi (variance \ u_t + \varphi u_t^2) \).

We examined the distribution of read counts in regions of homogeneous expression level (e.g. ORFs) of two real data sets. In particular, we asked whether the NB could capture the relationships between mean and variance and simultaneously account for the fraction of positions with zero-counts (fig. 1). Marked discrepancies between the data and the NB are seen not only in the fraction
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A key point to obtain good results with this framework is to incorporate a realistic emission model for the distribution of \( y_t \) given \( u_t \).

Distribution of read counts in real data sets The variability of RNA-Seq read counts has been approximated by a Poisson (P) distribution when re-sequencing of the same library [1] and by a Negative Binomial (NB) when comparing between samples [3]. For \( y_t | u_t \), a mixed Poisson distribution seems unavoidable to account simultaneously for the incompressible variance of the final sampling by sequencing (Poisson) and for the extra-variability introduced by randomness in library preparation and by position-specific biases occurring at all steps of the protocols. The Poisson-Gamma mixture is the simplest choice as it corresponds to the NB. Here, it leads to envision the relationships \( y_t \sim P(u_t z_t) \) where \( z_t \) would follow a Gamma distribution with mean 1 and variance \( \varphi (variance \ u_t + \varphi u_t^2) \).

We examined the distribution of read counts in regions of homogeneous expression level (e.g. ORFs) of two real data sets. In particular, we asked whether the NB could capture the relationships between mean and variance and simultaneously account for the fraction of positions with zero-counts (fig. 1). Marked discrepancies between the data and the NB are seen not only in the fraction
of zero-counts but also in the behaviour of the variance at low expression level where it exceeds $u_t + \phi u_t^2$. Breaking this relationship between mean and variance implies a relationships between the mixing distribution and $u_t$ more subtle than a simple scaling.

**A new read count model** We adopted a mechanistic perspective to develop the more complex emission model incorporated in Parseq. Our aim is to account for the three main steps of the experimental protocol: (i) initial molecule sampling and fragmentation, (ii) amplification, and (iii) final sampling by sequencing. Namely, we write $y_t \sim P(x_t|a_t)$ where $a_t$ (mean $\mu_a$) wishes to capture the effect of randomness in amplification, and $x_t$ (mean $u_t/\mu_a$) is aimed at representing the number of molecules after initial sampling. The Poisson distribution accounts for the final sampling. We capture the additional variability introduced by position-specific biases in library preparation with a supplementary random term $s_t$ that impacts on initial molecule sampling : $x_t \sim P(u_t s_t/\mu_a)$ with $s_t$ having (for simplicity) a Gamma distribution of mean 1 an variance $1/\kappa_s$.

With a Gamma distribution (shape $\kappa$ and scale $\theta$) for the amplification term $a_t$ and after integration over all $a_t$ the density of our emission model writes

$$
\pi(y_t; u_t, s_t) = \sum_{x_t=0}^{\infty} P(x_t; u_t s_t/\kappa \theta) \cdot \mathcal{NB}(y_t; \kappa, x_t / x_t \theta + 1).
$$

This density could also be integrated over all $s_t$ but in Parseq we introduced a Markov dependency between $s_{t+1}$ and $s_t$ to account for short-range autocorrelation between counts. This model makes it possible to capture the characteristics of the read count variability (fig. 1) and increases our ability to disentangle genuine transcription breakpoints from protocol induced variations.
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Abstract. We develop an evolutionary model, inspired from Yang and Nielsen [1], that takes into account evolutionary processes at nucleotidic, codons and amino acids levels. It is implemented in Bio++ suite [2]. We apply this model in an homogeneous, non-stationary context. We study evolution of codon usage bias, preference of synonymous codons over others, in three close strains of *E. coli*. It computes equilibrium and root frequencies. We show that nucleotidic mutational bias and codon bias are counteracting: mutational bias tends to increase AT composition whereas codon bias favors GC enrichment. Keywords: Evolutionary Model, Codon Usage Bias, *Escherichia coli*

Introduction

The genetic code is redundant, and some codons, called synonymous, are translated in the same amino acid. Degeneracy of the code does not however lead to a uniform usage of those synonymous codons: at species or at genomic level, a particular codon is preferrentially used over other synonymous ones [3]. Codon usage bias may vary between species and between genes. These differences are easily observable and measurable, as for example with Fop statistics which are the frequency of optimal codons (preferred codons in highly expressed genes). However, to fully understand how this bias arose and is maintained in a set of genes, we need a model that studies codon usage in an evolutionary approach. We develop a model, inspired from Yang and Nielsen [1], that distinguishes evolution of coding sequences at nucleotidic, codons and amino acids level. Our model explicitly describes both the mutational bias of nucleotides and the selection of preferred codons over other synonymous ones.

Evolutionary model

Our evolutionary model is implemented in Bio++ [2] which is a set of C++ libraries for bioinformatics molecular evolution. Our model is based on a preference parameter for each codon, relative to its synonymous ones: \( \Phi_{aa}(i) \) is for codon \( i \) that code for amino acid \( aa \). This parameter corresponds to the relative codon frequency, within its amino acid, if selection for codon usage was the only selective pressure acting on sequences. We also consider \( \Psi_{aa} \), parameter which is the frequency of amino acid \( aa \) coded by codon \( i \). Our sequence evolution model is such that equilibrium frequency of codon \( i \), noted \( \pi_i^* \), is proportional to:
Parameter $\pi_{ip}$ is the equilibrium frequency of nucleotide $i_p$ with $p \in [1,3]$ the nucleotide position within codon. With no selection in our model, every codons must have the same equilibrium frequency which is: $\pi^* = \frac{1}{61}$ (note that in this model, we do not consider stop codons). We perform non-stationary runs enabling us to compute frequencies at the root of the tree. It helps us to depict how codon bias evolves and to understand how selective pressure occurs.

**Results and Perspectives**

We apply this model on three strains of *E.coli* [4]: K12, CFT073 and 0157:H7. We have 3,353 genes clustered into concatenates of 100 genes, by increasing Fop (codon usage bias intensity). We study relationships between codon usage bias and others parameters. We obtain, as awaited, a negative correlation between $\omega = \frac{dN}{dS}$ and strong usage bias (high Fop). As expected, preferred codons (codons with highest $\Phi_{aa}(i)$) and tRNA content are positively correlated. GC content at equilibrium ($GC^*$) is influenced by both selection on codon usage and mutational bias. More precisely, codons and nucleotides levels present contrary effects on base composition: codons level tends to enrich sequences with C and G whereas nucleotides level induced enrichment by A and T. With this non-stationary model, we can infer root and equilibrium frequencies of codons and we observe a global nucleotide enrichment towards AT.

We show there are opposite forces that drive sequence evolution from which selection on codon usage and also, mutational bias. We are currently refining the model at the amino acid level by considering distance between amino acids. We plan to use deeper datasets and non-homogeneous models of codon bias evolution.
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1 Introduction

The amount of data generated by high-throughput technologies requires improvements to algorithms and statistics to cope with biases and noise and assess statistical significance of findings in reasonable running times. A recent insight was that many computations can be greatly accelerated by using a suitable reduced representation of the input. This strategy accelerates full Bayesian HMM to the point of competitiveness with Maximum-Likelihood HMM and also leads to large improvements in quality and speed of the analysis of high-throughput data (HTS), a technology to unravel gene sequences on a large scale, in a compressive genomics approach.

2 Full Bayesian Hidden Markov Models

Hidden Markov Models (HMM) are widely used for analyzing Comparative Genomic Hybridization (CGH) data to identify chromosomal aberrations or copy number variations by segmenting observation sequences. For efficiency reasons often parameters of an HMM are estimated with maximum likelihood and a segmentation is obtained with the Viterbi algorithm. This introduces considerable uncertainty in the segmentation, which can be avoided with Bayesian approaches using Markov Chain Monte Carlo (MCMC) sampling. While their advantages have been clearly demonstrated, the likelihood based approaches are preferred in practice for their lower running times; datasets coming from high-density arrays and high-throughput sequencing amplify these problems.

These computational disadvantages can be alleviated by pre-processing the input to arrive at a suitable reduced representation. Leveraging spatial relations between data points in typical data sets leads to a (partial) clustering approach, inspired by ideas from using sequence compression for HMMs with discrete observations and spatial data structures such as\textit{kd}-trees. Based on this reduced representation, we propose an approximative MCMC sampler (Mahmud\textsuperscript{1}). We test our approximate sampling method on simulated and biological ArrayCGH datasets and demonstrate a speed-up of 10 to 90 while achieving competitive results with the state-of-the art Bayesian approaches.

3 Compressive Genomics

The default modus operandi for analyzing high-throughput sequencing (HTS) data—which is pervasive in clinical and biological applications such as cancer research, and which is expected to gain enormous momentum in future personalized medicine applications—is individual analysis on the level of reads and on the level of genomes. This leads to non-trivial computational demands, as typical data sets consist of up to 2 billions of
sequencing reads, and large studies might provide hundreds of such data sets. Core steps of HTS analysis are read error correction, mapping to the reference genome and identifying genetic variations.

We propose to compute reduced representations of HTS data for a single or multiple sequencing experiments in a way that existing and future methods can directly operate on these reduced representations of the data and enable the use of advanced statistics even on very large data sets. We arrive at a reduced representation of HTS data sets by a novel highly-efficient clustering method able to cope with many billions reads from a single or multiple sample genomes, even in repetitive genomes. The reduced representation simplifies sharing and storing of data. Additionally, existing downstream analysis methods can be used at great improvements to running times; adapted or novel downstream algorithms can operate directly on the clustered representations at even larger improvements. The most important consequence of the much increased computational efficiency is not the savings in CPU cycles, but rather the ability to use much more sensitive and accurate tools. Even for read mapping, our approach makes the routine use of Stampy feasible, negating the needs for additional advances downstream tools for calling small structural variants not identified by the speedier, but tools such as Bowtie which are less accurate in the presence of indels. Our approach constitutes a novel foundation for efficient statistical tools for analyzing HTS data.
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Testing for association between two dichotomous variables plays a key role in the field of genome-wide association studies (GWASs), e.g., to determine whether two genetic variants (SNPs/indels) are in linkage disequilibrium (LD) or to assess disease risk [1,2]. A wide variety of $2 \times 2$ association tests have been developed over the years, where Pearson’s asymptotic $\chi^2$ and Fisher’s exact test are among the most popular choices [3,4]. Every such approach requires the assumption that the observed items (gametes/individuals) were cross-classified with absolute certainty. In GWASs, for example, one normally assumes that genotyping proceeded free of errors. In LD studies it is common to assume that haplotypic phase in individuals has been determined perfectly. This assumption usually is rather optimistic, in particular when experiments depend on, although increasingly relevant, still notoriously noisy next-generation sequencing (NGS) data.

Although probability distributions over the 4 entries of the $2 \times 2$ table are often available for each observed item, no tests exist that can exploit this. The common approach — although often not reported explicitly — is to assign each observed item to the most likely class given the data, yielding a unique $2 \times 2$ contingency table. Data that does not allow for perfect classification, however, can give rise to a (potentially large) number of distinct tables with varying degrees of evidence in favor or against the null-hypothesis of no association.

Here, we determine the full probability distribution over all possible $2 \times 2$ tables with the same number of counts as the number of items observed ($N$) as a first step. We do this by way of an exact recursive polynomial-runtime, $O(N^4)$, algorithm, which establishes a clear improvement over naive approaches, which require $O(N!)$ runtime. The algorithm has parallels with probabilistic arithmetic automata, thereby drawing an interesting connection to pattern statistics on Markovian text models together with their highly engineered implementations [5,6].

Secondly, we determine for every possible table its degree of evidence in favor or against the null-hypothesis by applying Fisher’s exact test\(^1\). Let $P(t)$ and $Q(t)$

\(^1\) Fisher’s test is used here for its exact character. Other tests could be applied as well.
denote, respectively, the probability of observing table $t$ given the classification uncertainties and Fisher’s (one- or two-sided) $p$-value. The $p$-value of the exact test is then defined as the expected Fisher’s $p$-value over the set of all possible tables, $T$:

$$p := E[Q(t)] = \sum_{t \in T} P(t) \cdot Q(t).$$

(1)

The test proposed here thus incorporates the evidence from all possible tables weighted by their respective likelihoods.

Since the exact test can be computationally quite demanding for large numbers of observations (say, $N > 250$), we also present a sampling approach, where we obtain a Monte Carlo estimate of the $p$-value in (1) through sampling $2 \times 2$ tables from $T$. Since we can compute the full probability distribution $P(\cdot)$, we have a handle to assess the quality of the approximation and provide some guidelines on the number of samples needed to reach a desired level of precision.

When applying the exact test presented here and the common approach in the literature to simulated data, we found the former to be more robust: slight deviations in classification uncertainties can result in large differences in $p$-value when the common approach was applied, while when reasoning over all possible $2 \times 2$ tables the resulting $p$-values are stable. In addition, we applied both methods for testing LD between SNP-SNP and SNP-deletion pairs taking from the Genome of the Netherlands\(^2\) project [7]. We found several pairs that are likely misclassified as being in LD or not in LD, since the classification uncertainties were not accounted for.
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Abstract. We propose a fusion penalty to aggregate a large number of groups starting from multidimensional quantitative data. In the unidimensional case it boils down to solve the one-way ANOVA problem by collapsing the coefficients of $K$ conditions. We introduce a large class of weights for which our homotopy algorithm is in $O(K \log(K))$. These weights induce a balanced tree structure and simplify the interpretation of the results. Some of these weights also enjoy asymptotic oracle properties. As an example we consider phenotypic data: given one or several traits, we reconstruct a balanced tree structure and assess its agreement with the known phylogeny.

Background

With the advent of new high-throughput technologies, it is possible to compare features across a very large number, $K$, of conditions. Considering for instance the case of one single feature, one typically applies one-way ANOVA to test for any significant difference between conditions. Large $K$ leads to multiple-testing and algorithmic problems since the number of pairwise tests is in $O(K^2)$. Furthermore, each test is performed independently and the resulting structure between the conditions is not necessarily simple and easily interpretable.

In this work, we propose a $\ell_1$-fusion penalty achieving these goals by constructing a hierarchical structure on the conditions at a low computational cost. Our penalty collapses the coefficients within the conditions in the same manner as the fused-Lasso [1]. We prove that for a large class of weights no split can occur along the path of solutions. These weights lead to a balanced tree structure. Besides adaptive versions of these weights enjoy asymptotically an oracle property. This guarantees selection of the true underlying structure for an appropriate choice of the tuning parameter $\lambda$ which control the level of aggregation.

In the unidimensional settings, an analogous strategy called “Cas-ANOVA” has been investigated in [2] for multi-factor ANOVA. They propose some weights which enjoys similar asymptotic consistency. Still, these weights to do not lead to a tree as soon as the number of individual by condition is unbalanced. Moreover,
the optimization procedure of [2] is quadratic in $K$ and only provides the solution for a given $\lambda$. We also experienced numerical instability using their weights.

In the multidimensional setting a similar penalty was proposed in [3]. When there is just one individual per condition and for fixed weights equal to one, they showed that no split can occur along the path of solutions and proposed an efficient algorithm. However these weights typically lead to unbalanced hierarchies. We extend their results to the case of several individuals per condition and to a larger class of weights that induces a balanced tree structure.

**Fast homotopy algorithm for distance decaying weights**

The optimization problem that we consider can be solved by the homotopy algorithm proposed in [4]. For unspecified weights, split events may occur in this algorithm. However, the absence of splits is highly desirable because if there is no split,

1. the order of the estimated means always matches the order of the empirical means of each condition;
2. the recovered structure is a tree which simplifies the interpretation;
3. the total number of iterations is guaranteed to be small and equal to $K$;
4. we avoid maximum flow problems whose resolution is computationally demanding.

We prove that for a large class of weights that induced a balanced tree structure there can be no split in the path of solutions. We implemented both the general and the without split version of the algorithm in C++. For the latter, the complexity of our implementation is $O(K \log K)$. We also provide a fast cross validation (CV) procedure to select $\lambda$. The main idea behind this procedure is to take advantage of the DAG structure of the path of solutions along $\lambda$ to avoid unnecessary computations.

**Application to phylogenetic data**

We applied our penalized approach to aggregate various species of bacteria based on one or several features. We demonstrate the good agreement between our classification and the official phylogeny.

**References**

The leave-\(p\)-out estimator of the prediction error as a \(U\)-statistic and its asymptotic tests
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Abstract. We outline some consequences of identifying the leave-\(p\)-out estimator of the generalization error rate of a machine learning algorithm or the prediction error of a model as a \(U\)-statistic. In particular, asymptotic normality holds true, in contrast to usual cross-validation. Furthermore, an appropriate variance estimator leads to an asymptotically exact test of the null hypothesis that two such algorithms have equal error rate. Such a test seems to be new even for cases of few variables.

We present an application to tuning parameter choice in lasso regression on a gene expression data set and conclude with a discussion of computational aspects of the leave-\(p\)-out-statistic.
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Statistical Integration of Genotypic and Phenotypic Data Towards Starter Prediction
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The mesophilic lactic acid bacterium *Lactococcus lactis* is one of the most extensively exploited microorganisms. It is used in particular in the manufacture of dairy products. In this work, the diversity of nine dairy strains of *Lactococcus lactis* subsp. *lactis* in fermented milk was investigated by both genotypic and phenotypic analyses. The objective was to classify well known strains in order to position new strains and evaluate their originality for further developments in dairy products. Pulsed-field gel electrophoresis and multilocus sequence typing were used to establish an integrated genotypic classification.

To assess phenotypic diversity, 82 variables were selected as important dairy features. They included physiological descriptors and the production of metabolites and volatile organic compounds (VOCs). Principal component analysis (PCA) and variables selection were used to compare phenotypes and reduce the amount of variables to be measured when another strain will have to be tested.

Genotypic and phenotypic data were included in the same classification to provide an integrated picture of the diversity of the studied strains.

This work proposes an original method for the differentiation of closely related strains in milk and may be the first step toward a predictive classification for the manufacture of starters.
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Abstract. Previously published RNA interference (RNAi) screens aimed at identifying HIV-1 host factors show only little overlap, despite studying the same viral target. One possible explanation for this oddity is that for cellular screening data, the population context of a single cell largely influences the phenotypic outcome. Here, we analyze cellular phenotypes in an in-house HIV-1 RNAi screen and distinguish desired effects due to target gene silencing from false-positives caused by the viral infection itself (cytopathic effects). Our data shows that for HIV-1, specific RNAi phenotypes can indeed be enhanced by correcting for virus-induced cytopathic effects such as fusion of infected cells into multinucleated super cells (syncytia). In the future, this knowledge will facilitate the identification and segregation of host factors which control either the viral life cycle or secondary cellular phenotypes such as syncytia formation.

1 Correcting for Virus Induced Effects Can Mask the Phenotype

In HIV-1 research the dynamics of individual steps of virus replication, as well as the involvement of host factors remains largely unknown. Recent advances in screening technologies and high-resolution live microscopy have enabled the development of new approaches towards a better understanding of the cellular machinery in HIV-1 infections. Surprisingly, three different published large-scale RNAi screens have only a few identified factors in common [1]. One of the reasons for this small overlap might be cell population context effects which have been shown to greatly influence the phenotype (e.g. [2, 3]). We are studying the HIV mediated effect of RNAi screening data using four different settings: 1) GFP-control cell line which is a virus-free control to evaluate the virus independent effects of a siRNA knockdown on the GFP expression. 2) VSV-G-pseudotyped HIV-1-AGFP cells which show single round infections. Virus particles
bypass the normal HIV-1 receptor-ligand-mediated entry steps and do not form syncytia and consequently can be used for controlling the effect of the fusion of infected cells. 3) HIV HelaP4 cells which show the full infectious cycle and thus, are used to determine the HIV replication based GFP expression. 4) HIV-Ago-2 cells which allow an improved knockdown capacity of the siRNAs.

For the data analysis we use an approach published by Knapp et al. [2] which takes the population context features (such as cell size, nucleus size, cell shape) and technical features of each cell into account. The data is normalized against the features to correct for the cytopathic effects such as the formation of syncytia which influence the phenotype. Then an enrichment score (ES) is computed for each siRNA to determine the effect size of a knockdown. Doing this for each of the four experimental settings explained above, results in considerably different observed effects of individual perturbations in each screen. These phenotypic differences are induced by the different types of HIV infections in the four screens. This means that the effect on viral infection of a knockdown can be masked by correcting against the local population context which itself, can be a virus induced effect rather than a pure population context effect. To correct for this, the ES of each siRNA of the GFP-control screen is used as a baseline effect to normalize the ES of the corresponding siRNA in the HIV-1-AGFP and Ago-2 screens. Thereby, a normalization against cell population context and technical features is combined with a normalization against effects induced by the virus.

The corrected ES are furthermore summarized for each gene taking the median of the replicates. A one-sample, two-sided Welch's t-test is used to compute significance values of genes having an influence on HIV-1 infection. Hit genes are defined to have a FDR corrected p-value smaller or equal than a significance level of 0.2 and an absolute median ES smaller than a certain threshold. This threshold is determined by the standard deviation of the ES of the GFP screen.

Using this approach, we are able to identify host factors such as FASN and PSMD14 which influence HIV-1 infection. Another example is BRD4 for which we unraveled a function in the post-entry steps of infection. As a whole, these observations, which are supported by additional experimental validation, help to understand the HIV-1 life cycle in more detail.
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Abstract
Allelic diversity or allelic richness is the number of different alleles averaged over a range of genes. It is commonly used as a measure of genetic diversity in populations of different sizes via the rarefaction, as it provides a better comparison between them than other measures of genetic diversity like expected or observed heterozygosity. Allelic diversity is crucial in long term conservation programmes, as it is more sensitive to historical changes in population size. Furthermore, it determines the limit of the selection response.

Predicting the loss of alleles for a given pedigree is a difficult task. It is usually carried out by computer simulations or gene dropping, that is, simulating gene flow between founder alleles down the pedigree and averaging over replicates. Usually, the loss of variability is obtained by assuming that each founder carries two different alleles at each locus. This idealised case assumes an infinite number of alleles in the population where the founders were sampled.

Here we will describe an exact method to calculate the expected number of surviving alleles in the current cohort with a known pedigree. For this purpose, we calculate all the probabilities of each possible state of identity for multiple relationships, which has partially been resolved before by Thompson (1974) and Karigl (1982). As expected, we will show that calculations grow exponentially with the number of individuals in the current cohort. Therefore, the use of such exact method is limited due to computational demands. However, its implications are of great importance, as it can potentially handle including inbred individuals in the affected pedigree methods.

Keywords: identity by descent, identity coefficients, allelic diversity
Tracts of identity: length distribution, evolutionary history and applications
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Abstract

The study of haplotypes, their linkage disequilibrium structure and diversity patterns has only become feasible with the advent of high density genotype and now whole genome sequence data. This has reopened the theoretical questions opened by Fisher in 1954 about the distribution of junctions and the distribution of lengths of segments of identity, which so far, had been mostly explored theoretically. The power of such dense data sets to infer evolutionary processes remains to be explored, as it is unclear how to distinguish demographic processes from selective processes, let alone the two processes occurring together. Here we present simulation results for the distribution of lengths of segments of identity under neutrality, with bottlenecks and with selection on polygenic traits. These distributions not only provide insight into the history of the populations, but, furthermore, they appear as a useful tool to measure inbreeding and coancestry in the populations for which genealogies are not available. Therefore, our results are relevant not only in the context of disentangling the processes that the populations have undergone, but can also provide helpful insights on how the populations may respond to future changes in their environment.
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The impact of agricultural emergence on the genomes of African rainforest hunter-gatherers and agriculturalists
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1. Abstract

The emergence of agriculture in West-Central Africa, ~5,000 years ago, profoundly modified the cultural landscape and mode of subsistence of most human sub-Saharan populations. How this major innovation has impacted the genetic history of rainforest hunter-gatherers — historically referred to as “pygmies” — and agriculturalists, however, remains poorly understood. Here, we report genome-wide SNP data from these populations located west-to-east of the equatorial rainforest. We find that hunter-gathering populations present up to 50% of farmer genomic ancestry, and that substantial admixture began only within the last 1,000 years, estimated from the observed decay of admixture linkage disequilibrium. Furthermore, we show that the historical population sizes characterising these communities already differed before the introduction of agriculture, by fitting observed and simulated genome-wide levels of linkage disequilibrium. Our results suggest that the first socio-economic interactions between rainforest hunter-gatherers and farmers introduced by the spread of farming were not accompanied by immediate, extensive genetic exchanges and occurred on a backdrop of two groups already differentiated by their specialisation in two ecotopes with differing carrying capacities.
Modeling the evolution of gene relationships

Magali Semeria, Laurent Guéguen, Eric Tannier
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Abstract. A genome is not only a set of independent genes. It can be seen as an organized and functioning set of interactions between genes that are embedded in their environment. To study the evolution of genomes, some integrative methods have been developed that reconstruct species and gene history simultaneously, and take into account sequence evolution, gene birth, duplication, transfer and loss. These methods give a first hint at the gene content of ancestral species, but since they assume that every gene evolves independently from each other, they do not give information about the relationships between these genes.

We propose a method to model the evolution of these relationships. Our method aims to be general but, at first, we apply it to modeling the evolution of gene adjacencies on chromosomes. Given a species tree, a set of gene trees, a set of present gene adjacencies, and a model of adjacencies evolution, we calculate the probability of adjacencies along the branches of the gene trees. As genes undergo evolutionary events such as duplication and rearrangement, adjacencies can be kept, gained or lost.

The pseudo-likelihood of observed adjacencies can be computed using the usual dynamic algorithm proposed by Felsenstein. We thus establish the methodological basis that will enable us to integrate information about gene relationships into models of genome evolution. This information will allow us to improve the reconstruction of gene and species histories. It will also be helpful to reconstruct the genomes of ancestral species.
Meta-Analysis of incomplete Microarray Studies

Alix Leboucq, Anthony C. Davison, Darlene R. Goldstein
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Abstract. Meta-analysis of microarray studies to produce an overall gene list is relatively straightforward when complete data are available. When some studies lack information, for example, have only a ranked list of genes instead of complete primary data, it is common to reduce all studies to ranked lists prior to combining them. Since this entails a loss of information, we consider a hierarchical Bayes modeling approach to combine studies using the type of information available in each study: the full data matrix, summary statistics, or ranks for each gene. The model uses an informative prior for the parameter of interest, which eases the detection of differentially expressed genes. Simulations show that the new approach can give substantial power gains compared to classical meta analysis and list aggregation. A large meta-analysis based on 11 published studies providing data of the types cited above, and comparing serous ovarian cancer with normal tissue, is also performed.
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Causal inference of gene expression in a neoadjuvant phase II trial of breast cancer
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Abstract. Omics technologies have become an essential part of clinical trials in oncology to provide a better comprehension of molecular mechanisms, which implies adequate modeling of the omics data. High-dimensional omics data have some statistical characteristics: high number of measured variables, multi-collinearity between variables and confounding bias inherent to the observational setting. To overcome the limitations of standard methods in this context, non-causal and causal methods have been proposed and are reviewed here.

We described non-causal methods including penalized regressions (Ridge, Lasso and Elastic-net) which constraint model coefficients of standard regression in order to ease variable selection and to improve prediction accuracy. We also considered causal methods (IDA and CStaR) which aim to estimate causal effects in presence of confounding.

In a non-randomized neoadjuvant phase II study of letrozole that included 56 women with invasive breast cancer, the gene expression measurements were available from 22,283 probes sets before treatment, after 10 to 14 days of treatment (early change) and after 3 months of treatment (late change). The objective was to identify early markers of the treatment response, defined as late change in the expression of a proliferation gene (AURKA). Studied markers were the early change in expression of all candidate genes. Except for IDA, the lists of genes with top effects found with causal and non-causal methods were very similar.

In this particular example, causal inference methods did not outperform the non-causal counterparts.

Keywords: causal inference, penalized regression, gene expression, breast cancer, clinical trial
Allele Scoring to investigate shared risk loci in comorbid disorders
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Abstract. Major Depressive Disorder (MDD) is frequently reported as comorbid with other disorders - that is to say, is found alongside another disorder within individual patients more often than would be predicted by chance. These range from physical disorders, such as Rheumatoid Arthritis, to psychiatric disorders, such as Schizophrenia (SCZ). In this paper, we use a novel form of risk profile scoring in order to explore the genetic basis of the comorbidity between MDD and SCZ.

1 Introduction

In order to investigate the evidence for shared risk genes between SCZ and MDD, we adapted a widely used statistical genetics technique, Polygenic Risk Scoring (PRS), [1]. This requires SNPs from an independent discovery dataset, clumped for LD to achieve linkage equilibrium. When investigating a disorder such as SCZ, this becomes concerning, as it is associated with genotype at loci in the Major Histocompatibility Complex (MHC) [2]. The MHC has such high short-range linkage disequilibrium that it is often omitted from PRS in order to obtain linkage equilibrium. We propose a novel method to circumvent this limitation, using allelic information from imputation at the MHC in order to study risk conferred by individual loci there.

2 Methods

We used classical PRS to calculate risk profiles for SCZ in MDD patients, using publicly available SCZ GWAS results as a discovery dataset [2] and the RADIANT MDD samples as a test dataset [3]. We combined these predictions with HLA alleles weighted by their association with SCZ, as reported by the ISC [4]. We can use penalised regression to fit models of SCZ risk at each HLA locus to minimise confounding due to correlated predictors, whilst investigating association between SCZ risk alleles and MDD.
3 Results

The PRS for SCZ showed significant association with MDD status, explaining a modest but significant proportion of variance in MDD status. We found evidence that SCZ risk in HLA loci also predicted MDD, despite the predictive signal captured by PRS.

4 Discussion

The concept of generalised psychiatric liability, \( p \), has been proposed to explain studies finding genetic overlap between psychiatric phenotypes. It would be possible to explore this by expanding our approach to investigate other psychiatric phenotypes, such as bipolar disorder, which have not yet been associated with immune dysregulation.

5 Conclusion

Here we have developed a novel method for incorporating HLA allelic data into risk prediction models. We have found evidence for a shared genetic substrate between SCZ and MDD, not just genome-wide, but also in part localised to HLA alleles.
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Genotype calling in polyploid (and pooled) genomes.
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Abstract. We would like to outline, in a brief talk, some thoughts on how to infer genotypes (and hence, SNPs/SNVs) from sequenced polyploid genomes and from pools of genomes belonging to different individuals that have been sequenced together. In both cases there are two interesting technical questions to ponder upon: the first is how to model the variability inherent in the sequencing/mapping pipeline; the second relates to the combinatorial aspects of dealing with reads which may not be evenly distributed across all the homologous chromosomes, or across the different individuals in a pool. These are topics which are interesting per se but also have practical applications for example in calling variants when the ploidy is partially unknown, as is the case for certain human cancer samples. Our description will be very concrete, down to presenting the algorithms we have devised so far; we will refer to already published material and to work in progress as well.
Analysis of genomic markers: make it easy with the R package MPagenomics
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Abstract. MPagenomics, standing for multi-patients analysis of genomic markers, is an R-package which enables to study several copy number and SNP data profiles at the same time. It offers wrappers for commonly used packages (aroma [Bengtsson, 2004], changepoint [Killick et al., 2013], cghcall [van de Wiel et al., 2007] and glmnet [Friedman et al., 2010]), providing a pipeline for beginners in R. Using MPagenomics, normalization, segmentation and calling of copy-number or SNP data profiles can be easily performed at the same time. The special architecture of [Bengtsson, 2004] packages is automatically created and outputs to right formats for further analyses are suggested. Therefore, more advanced users can use their own method at one point if they prefer to separate the global analysis in several steps. In addition to these useful wrappers, we propose a strategy to improve the choice of the penalty parameter used in [Killick et al., 2013] for segmentation. As far as multi-patients analysis is concerned, we suggest to select relevant markers associated with a given response thanks to wrappers with the R-packages glmnet [Friedman et al., 2010] and HDPenReg (still under development on the R-forge). Functionalities already implemented in our package HDPenReg, standing for penalized regression in high dimension, will be briefly presented.
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